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Agenda

• PHD project presenta5ons

�Methodological perspec5ves 

� Towards future collabora5ons and next steps for addressing new challenges
• Round Table  - The floor is yours
• Proposals for futur research projects (Anne Barros)
• Complements from the COPIL 
• Discussion 



Scientific project

�Axis 1: Modelling of systems of systems and their interdependences for risk 
management and resilience between several operators

�Axis 2: Modelling and optimisation of maintenance tasks in order to reduce their impact 
on service continuity (internally and between operators)

�Axis 3: Common models and methods platform
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Resilience computation is uniquely based on performance measures obtained from 385 
network topology and calculated using graph theory algorithms [116]. 386 

3.4 Resilience metric type 387 

There are many possible angles to categorize and classify metrics based on their 388 
types [45], [63]. The choice is made in our classification to select simple categories, which 389 
link intuitively to metric computational methods presented above.  390 

3.4.1 Operational metrics 391 

Metrics that use performance as described in terms of functional service (electric, 392 
telecoms) and associated monetary costs. Expected lost load [24], supplied energy [117], 393 
and recovery duration [14] are examples of performance measures used by this type of 394 
resilience metrics. 395 

3.4.2 Infrastructural metrics 396 

Metrics that use performance as described in terms of network infrastructure (elec- 397 
tric, telecoms) and associated monetary costs. The number of affected components [41], 398 
[101] (and associated costs) is an example of a performance measure used by this type of 399 
resilience metrics. 400 

3.4.3 Topological metrics 401 

Metrics that use performance as described in terms of network topology and static 402 
connections between different elements such as measures of connectivity, betweenness, 403 
and redundancy [116]. 404 

4. Resilience quantification objectives 405 

Four broad classes of resilience metrics are generally adopted: i) average perfor- 406 
mance metrics, ii) integrated multi-phase metrics, iii) time-dependent metrics, and iv) 407 
probability-based metrics [118]. In the case of a HILP event, probability distributions are 408 
often not available, whereas the other three classes depend on the measure of perfor- 409 
mance in the network. Thus, a reasonable statement is that an ideal evaluation of resili- 410 
ence may consist of a complete tracking of the time-dependent performance function P(t). 411 
This way, network operators can have the value of performance at any instant for the 412 
complete event duration. However, despite the apparent dependence of P(t) in time, 413 
performance function does not necessarily change with time if it is not for the extreme 414 
event which hits the system. In other words, performance function depends on many 415 
parameters including hazard intensity, system preparedness, resilience strategies in 416 
hand, and priority decisions made, all of which cause network state to change. This sends 417 
back the problem of resilience multi-dimensionality, which makes developing closed 418 
form derivation for resilience function challenging and hitherto out of reach. Perfor- 419 
mance-based methods try to include all previously mentioned parameters and additional 420 
ones into a temporal curve describing the performance evolution of the network. It can be 421 
said that many resilience features are embedded in a performance curve as shown in 422 
Figure 3, because the construction of such a graph takes into consideration all factors in- 423 
tervening during a catastrophic contingency. 424 

Figure 3: Performance curve for resilience quantification 
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Abstract: The introduction of pervasive telecommunication devices, in the scope of smart grids 9 
(SGs), has accentuated interest in the distribution network, which integrates a huge portion of new 10 
grid applications. High Impact Low Probability (HILP) events, such as natural hazards, manmade 11 
errors, and cyber-attacks, as well as the inherent fragility of the distribution grid have propelled 12 
the development of effective resilience tools and methods for the Power Distribution Network 13 
(PDN) to avoid catastrophic infrastructural and economical losses. Multiple resilience evaluation 14 
frameworks are proposed in the literature in order to assist Distribution System Operators (DSOs) 15 
in managing their networks when faced with exogenous threats. We conduct detailed analysis of 16 
existing quantitative resilience studies in both electric and telecommunication domains of a PDN, 17 
focusing on event type, metrics, temporal phases, uncertainty, and critical load. Our work adopts 18 
the standpoint of a DSO, whose target is to identify feasible resilience assessment frameworks, 19 
which apply to pre-defined requirements in terms of resilience evaluation objectives (planning, 20 
reactive response, or simple assessment), time of evaluation, and available enhancement strate- 21 
gies. Finally, results and observations on selected works are presented, followed with discussion 22 
of identified challenges and opportunities. 23 
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1. Introduction 27 
Current information and communication technologies (ICTs) have achieved a high 28 

degree of penetration in all critical infrastructure (CI) systems, owing to the ev- 29 
er-increasing capabilities of their services in terms of coverage, throughput capacity, 30 
latency, scalability and privacy [1]–[4]. In power systems, the massive introduction of 31 
telecommunication devices accelerated the shift towards smart grids (SGs) [5] that come 32 
with a whole new package of functionalities such as automated control, smart sensing 33 
and metering, high-power converters, and modern energy management techniques 34 
based on the optimization of demand, energy and network availability [6]. The high 35 
performance smart grid allows thereby for the insertion of new applications in the net- 36 
work like distributed generation, Industrial Internet of Things (IIOT), and electrical ve- 37 
hicles [7]. This comes, however at the expense of increased complexity, which brings new 38 
vulnerabilities and broadens attack surface [8].  Recent extreme events of natural disas- 39 
ters, cyber-attacks and man-made errors which we refer to as HILP events, have shown 40 
that SGs are susceptible to strong disruptions given the large-scale networks they repre- 41 
sent, and the attendant interdependencies [9]. Some recent examples are the power dis- 42 
ruptions in the US in 2017, caused by hurricanes and wildfires [10], which caused a cu- 43 
mulative damage of $306.2 billion, affecting a total of 47 million people — nearly 15 44 
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Competences

�Risk analysis, reliability, prognosis, maintenance 
�Probabilistic and stochastic modeling 

�Data analysis
�Mathematical programming

�Stochastic optimization
�Decision making under uncertainty

� Integration of AI techniques 

� Integration of the human factor



Axis 1

Modelling of systems of systems
and their interdependences for risk management and 

resilience between several operators



Modelling interdependent networks  
Andrea Bellè (Chaire RRSC)



“
Systematically and comprehensively identifying the possible states a 

system can be put into, due to specific strains, and estimating the 
negative consequences associated with them.

Vulnerability analysis

Quote from: Johansson, Jonas, Henrik Hassel, and Alexander Cedergren. "Vulnerability analysis of interdependent criAcal infrastructures: 
case study of the Swedish railway system." Interna'onal journal of cri'cal infrastructures 7, no. 4 (2011): 289-316.

10
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Coupling interface modeling

41

● External power network
● Traction power network
● Railway network

Traction power network
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Coupling interface modeling



Spatial scale

33

Results - Localized removals in PN 

33

Results - Localized removals in PN 



“
How to design the coupling interface between 

interdependent critical infrastructures?

Optimising coupling interface

14

?
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Existing literature

[1]  Rueda, Diego F., and Eusebi Calle. "Using interdependency matrices to mitigate targeted attacks on interdependent networks: A case study involving a power grid 
and backbone telecommunications networks." International Journal of Critical Infrastructure Protection 16 (2017): 3-12.
[2]  Guo, Hengdao, Samson S. Yu, Herbert HC Iu, Tyrone Fernando, and Ciyan Zheng. "A complex network theory analytical approach to power system cascading failure—From a 
cyber-physical perspective." Chaos: An Interdisciplinary Journal of Nonlinear Science 29, no. 5 (2019): 053111.
[3] Ouyang, Min, and Leonardo Dueñas-Osorio. "An approach to design interface topologies across interdependent urban infrastructure systems." Reliability Engineering & System 
Safety 96, no. 11 (2011): 1462-1473.
[4] Winkler, James, Leonardo Dueñas-Osorio, Robert Stein, and Devika Subramanian. "Interface network models for complex urban infrastructure systems." Journal of Infrastructure 
Systems 17, no. 4 (2011): 138-150.

▷ Most of the times the coupling interface is a given parameter
○ Different interface designs not considered

▷ Network metrics-based coupling (e.g. [1]-[2])
○ Degree, betweenness
○ At best an “educated guess”

▷ Network metrics-based heuristics (e.g. [3]-[4])
○ Global optimum not guaranteed
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Power and gas network (IPGN)

POWER NETWORK
▷ 14 nodes
▷ 20 edges

GAS NETWORK
▷ 9 nodes
▷ 9 edges

FAILURE SCENARIOS
▷ Number of elements failed bounded by Katt

COUPLING INTERFACE - INTERDEPENDENCIES
▷ Each node in GN dependent on 1 node in PN
▷ Each generator in PN dependent on 1 node in 

GN
▷ Each interdependency has a cost per kilometer
▷ The total cost of the coupling interface is 

bounded by the available monetary budget Bci



Optimal coupling interface

17

▷ Tri-level optimization model
▷ Combined performance of interdependent CIs
▷ Identification of the most robust coupling interface 

(maximization of performance in the worst-case 
failure scenario)
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Defender-Attacker-Defender

▷ DEFENDER (OPERATIONS): op%mize opera%onal variables (power/gas 
produc%on, supply, flow, etc.) in order to maximize the combined performance

▷ ATTACKER (LINES): choose a feasible aAack plan in order to minimize the 
combined performance (in other words, find the worst-case aAack plan)

▷ DEFENDER (PLANNER): op%mize coupling variables (interdependencies) in 
order to maximize the combined performance under the worst-case aAack
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Some results

Bellè Andrea, Abdin F. Adam, Zeng Zhiguo, Fang Yi-Ping and Barros Anne,  "A mathemaRcal framework for the opRmal coupling of interdependent criRcal infrastructures", 
IEEE Transac4ons on Systems, Man and Cyberne4cs: Systems, under review



Associated projects
�APP ANR JCJC – CE39 – Sécurité globale, Résilience et gestion de crise, 

Cybersécurité . Yiping Fang is leading a 4 years project: “Robust and Scalable 
Prescriptive Analytics for the Resilience of Critical Infrastructure Networks”

AAPG2022 RoScaResilience JCJC 
Coordinated by : Yiping FANG 48 months 
Scientific evaluation panel : CE39 - Sécurité globale, résilience et gestion de crise, cybersécurité 

 

2 

as classifying system conditions based on high-dimensional input data [7, 11]. Current literature mostly 
resorts to mathematical optimization (MO) models like mixed integer programming (MIP), stochas-
tic/robust MIP, and dynamic programming, all of which struggle with both uncertainty and the curse 
of dimensionality [7]. The models quickly become intractable due to the extremely high computational 
complexity caused by numerous discrete variables. Hence, this poses a significant challenge to applying 
them to large-scale CINs in the real world due to the constraint on computational time.  

Consequently, the second novelty 
of the project lies in developing com-
putationally efficient ex-post PA tools 
for optimal post-disruption emer-
gency response and recovery planning 
for CINs of real-world scales. RoS-
caResilience will jump out of the box 
of classical MO and exploit deep rein-
forcement learning (DeepRL). Re-
cently, DeepRL where a deep Neural 
Network (NN) is used in RL to repre-
sent policies or value functions, has 
been recognized as a promising frame-
work for decision-making problems 
with high-dimensional state and ac-
tion spaces [12]. Yet, several chal-
lenges arise in designing effective DeepRL methods for our problems, and they will be explained in the 
Methodologies part.   

Objectives and research hypotheses: The objective of this ANR JCJC project is to advance the body 
of knowledge on CIN resilience by proposing robust and scalable PA methods to guide actions and 
decisions at both the ex-ante and ex-post stages for effective resilience improvement under hybrid 
hazardous events. With this aim, we develop a novel interdisciplinary approach that integrates system 
engineering, MO, and machine learning (ML) to improve 1) the ability to make robust planning of ex-
ante strategic mitigation and preparedness actions under deep uncertainty of potential disruptions, 
and 2) the ability to plan for effective ex-post response and recovery, with an emphasis on the compu-
tational efficiency of the method when applied to CINs of real-world scales. Fig. 1 shows the overall 
structure of the project. The basic hypotheses include: 1) the impacts of candidate decisions on system 
resilience are measurable and can be formalized; 2) partial distributional information of potential dis-
ruptions at the ex-ante stage is available and exploitable; 3) post-disruption system states, as input of 
the proposed ex-post PA method, are observable. 

Methodologies: The project duration will be 48 months. To achieve the goals, four interconnected 
scientific work packages (WP) and one management WP are established. A Ph.D. student will be hired 
for 36 months to work on WP1-WP3 directed by the principal investigator (PI) of RoScaResilience. 

WP0. Management [M1-M48]: aims to ensure efficient management of the overall project by or-
ganizing and facilitating communication among the four scientific WPs and researchers of the consor-
tium. This WP will also carry out the scientific dissemination of the project and its benefits. 

WP1. Robust ex-ante PA [M1-M16]: seeks to develop a robust ex-ante PA method for CIN resilience 
that integrates all available but ambiguous distributional information of uncertain disruption scenarios. 
It will be grounded in the latest developments in data-driven distributionally robust optimization (DRO) 
[10, 13]. DRO assumes that the underlying probability distribution 𝒫 of disruption scenarios is un-
known and lies in an ambiguity set (AS) of probability distributions. Hence, DRO reduces the conserv-
atism of classical RO and also robustifies the decisions against the unknown true 𝒫. This concept of AS 
in DRO provides a flexible framework to model uncertainty by allowing the modelers to incorporate 
partial information of the uncertainty. Issues: 1) effective ASs need to be constructed from scarce his-

Fig. 1. The overall structure of the project 

 



Axis 2

Modelling and optimisation of maintenance tasks
in order to reduce their impact on service continuity

(internally and between operators)



Maintenance optimization planification critical
infrastructures
Matthieu Roux (Chaire RRSC)

4

A chair funded* by three industrial partners

EDF Orange

SNCF

Objective: 瀂瀃ti瀀ize
condition-based

maintenance (CBM) 
strategies

Fleets are complex distributed systems to maintain

* Chair Ris濾 a瀁d Resi濿ie瀁ce 瀂f C瀂瀀瀃濿ex Syste瀀s, Ce瀁tra濿eSu瀃é濿ec
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Organization

The study is decomposed into 2 steps

❑ Step 1: Optimize a CBM policy on a 1-item system
• Fix 瀇he deg瀅ada瀇i瀂瀁 瀀瀂de濿
• M瀂de濿 瀇he 瀀瀂瀁i瀇瀂瀅i瀁g 瀄瀈a濿i瀇y
• C瀂瀀瀃a瀅e 瀆瀂濿瀉i瀁g a濿g瀂瀅i瀇h瀀瀆

❑ Step 2: Generalize to large distributed systems
• Sy瀆瀇e瀀 濿e瀉e濿 c瀂瀁瀆瀇瀅ai瀁瀇瀆 (瀅e瀆瀆瀂瀈瀅ce, a瀉ai濿abi濿i瀇y, e瀇c...)
• O瀃瀃瀂瀅瀇瀈瀁i瀆瀇ic 瀀ai瀁瀇e瀁a瀁ce c瀂瀁瀆ide瀅a瀇i瀂瀁瀆
• ⚠️C瀈瀅瀆e 瀂f di瀀e瀁瀆i瀂瀁a濿i瀇y ⇾ he瀈瀅i瀆瀇ic 瀂瀅 hyb瀅id a瀃瀃瀅瀂ache瀆

Layout



Associated projects

�APP ANR JCJC – H19 – Industrie du Futur : homme, organisation, technologies. 
Zhiguo Zeng is leading a 4 years project: “Digital Failure Twin for online reliability 
assessment and predictive maintenance of future manufacturing systems”



Associated projects for Axis 1 and 2

�Master projects
� Building a (deep) reinforcement learning model for the optimization of condition-based

maintenance planning with imperfect monitoring

� Resilience and optimization of power systems with high penetration of renewables considering
climate change

�Second year projects
� Evaluation and improvement of a deep reinforcement learning model for the planning of 

condition-based maintenance operations in a large-scale industrial system

� Recommissioning Networked-Systems During Extreme Events Using Machine Learning

� Internships
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Industry of the Futur @ CS
� Junior Chair: Human centered Explainable IA for Industry of the Futur

�Master of Science IA – Decision under Uncertainty and Predictive Maintenance

� Platform project

• A production line with belt conveyor

• Robot arms (one or more) with camaras that supports human collaboration and could be programmed to 
implement some computer vision algorithms

• A communication module based on 5G that allows us to teach telecommunication used in industry
(networked control for example)

• A camara that allows implementing quality inspections based on computer visions

• Simulation software that allows creating virtual models for the systems.
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�Weekly seminar
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