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Introduction 

Smart grid, intelligent transportation systems (ITS), and industrial internet of things (IIOT) are examples of 5G-enabled 
CIs which are highly dependent on the information and communication technology (ICT) infrastructure.

These systems constitute a network of 
interdependent critical cyber-physical systems 
(CCPSs).

Due to strong interdependencies, a failure in one 
CCPS propagates to dependent CCPSs and cause 
a large-scale interruption of critical services, resulting 
in a huge socio-economic impact.

Picture from : Zanzi, Lanfranco & al .(2019). Evolving Multi-Access Edge Computing to 
Support Enhanced IoT Deployments. IEEE Communications Standards Magazine. 3. 26-34. 
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Introduction
Edge data center networking represent a promising alternative to legacy SCADA systems in 
terms of cost-effectiveness, flexibility and interoperability.

The homogeneity at the DC level offers new opportunities to mitigate failure propagation in 
interdependent CCPS networks.
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Introduction 

https://opnfv-edgecloud.readthedocs.io/en/stable-gambia/development/requirements/requirements.html#

ETSI - GS NFV 002 - V1.2.1 - Network Functions Virtualisation (NFV); Architectural Framework

Network function virtualization (NFV) :  an 
approach combining software, virtualization and 
networking technologies used to deliver high 
performance computing platforms built on COTS 
hardware. 

Software defined networking (SDN) :  a 
paradigm that enables network programmability 
by splitting the control and data plan. 

https://opnfv-edgecloud.readthedocs.io/en/stable-gambia/development/requirements/requirements.html#
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Problem statement

● Increased vulnerability to cyber-risks as a 
result of the massive softwarization. 

● Increased impact of interdependencies and 
vulnerability of the telecom infrastructure. 

● Increased capital expenditures (CapEx) to 
build the softwarized data center (DC) 
network.

● Strict regulations prohibits to host critical 
services in public clouds operated by non 
european actors. 
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Thesis overview and roadmap

Thesis 
Project

Research Problems

Cloud, NFV, 
SDN Mathematical Modeling

● Cyber vulnerability of modern CCPSs
● Resource Constraints at the edge 
● Lack of proactive resilience in the current 

state of the art

● Homogeneity 
● Flexibility
● Automation

● Network theory
● Dynamical system analysis
● Optimal resource orchestration

Enabling cross-domain and proactive resilience based on optimal resource sharing in CCPSsv 
network
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Thesis overview and roadmap

Network Modeling / 
Dependency Graph

Interplay between failure 
propagation and information 
sharing dynamics. [2]

Optimal resource 
orchestration / dynamic 
availability zone [3]

State of the art.
Problems statement.
Potential contributions. 

One (position) paper on the use 
of cloud technologies for cross 
domain resilience in CIs [1]

[1] K. Sayad, B. Lemoine, A. Barros, Y. Fang Z. Zeng (2021). “Dynamic 
Orchestration of Communication Resources Deployment for Resilient 
Coordination in Critical Infrastructures Network.” ESREL 2021.

[2] B. Lemoine, K. Sayad (2022) :“Power distribution aware scheduling 
for improving the availability of virtual instances.“

[3] K. Sayad, B. Lemoine, A. Barros, Y. Fang Z. Zeng (2022). 
“Interdependency-Aware Resource Allocation for High Availability of 
5G-enabled Critical Infrastructures Services. ” (ESREL 2022)
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Network modeling
We focus on the interdependencies between the ICT and power infrastructure. A two interdependent networks model is 
proposed :

Power Infra. DC

Power Substation 

ICT DC power system 

PS control & monitoring link

Power line

Substation Control 
Application

DC network

Power network 
Communication channel

ICT DC

SDN Controller

DC power supply
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Network modeling
We focus on the interdependencies between the ICT and power infrastructure. A two interdependent networks model is 
proposed :

DC network

Power network 

ICT DC

Power Infra. DC

Power Substation 

ICT DC power system 

DC power supply

PS control & monitoring link

Communication channel

Power line

SDN Controller

Substation Control 
Application
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Interplay between information sharing and failure propagation

We consider failure propagation processes through the 4 types of links we consider in our model. A node transmits 
failure to its neighbor at different rates per unit of time. We define                                      as failure propagation rates.
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Interplay between information sharing and failure propagation

Recovery process is assumed to happen independently at each node with different rates depending on the node type:
     and        are the recovery rates in the DC and power domains respectively. 
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1.Failure propagation

WAN

Software failure

Power failure

Networking 
service 
failure

If the service is the monitoring VNF of the 
power substation, then the energy 
generation will be disrupted, impacting 
dependent DC3 in the ICT domain. 
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2.Awareness propagation

WAN

Software failure

Power failure

Reduced 
vulnerability 

Temporary availability zone

We assume that availability informations can 
be shared via the management links (in 
green). 

Information sharing process is random. It 
depends on whether a data sharing enabling 
VNF is deployed or not. 

The DC manager decides when to deploy the 
VNF w.r.t. some risk indicator (to increase 
preparedness) or/and resource availability. 

 

early notification 
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Interplay between information sharing and failure propagation

Proactive failure notification is crucial to ensure high service 
availability by adopting the right alert rules [1] 

The ability to obtain additional resources rapidly increases the 
resiliency of VNFs [2]. 

An awareness orchestrator is charged with network 
observability and alert management. It notifies the 
management of a current disruption.

The management launches an auto-scaling mechanism to 
increase the redundancy of critical VNFs.

Network 
Observability 

Event Data Base

Awareness 
Orchestrator

Autoscaling 
Policies

Management

[1]https://cloud.google.com/architecture/devops/devops-measurement-proactive-failure-notification
[2] ETSI GS NFV-REL 001 V1.1.1 (2015-01) Network Functions Virtualisation (NFV); Resiliency Requirements

Management

https://cloud.google.com/architecture/devops/devops-measurement-proactive-failure-notification
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Optimal resource orchestration

The auto-scaling refers to the operation of increasing a service redundancy as a response to a 
risk indicator in a network of edge DCs, the process can be treated as an optimization problem. 
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Service migration problem : Given a set of services affected by the disruption of their host DC and a 
set of available DC hosts : find the optimal mapping                                respecting capacity, latency 
and availability constraint. 

Optimal resource orchestration

}
}Demand side 

parameters 

Host side 
parameters 
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Optimal resource orchestration
The service protection scheme is designed so that a service (k,i) is assigned to more than one DC, depending on its 
availability requirement. The service is running actively only in one DC j as r th backup and in standby mode in the other 
backups        . We define the probability a migrated service is active in its r th backup :         

                            

is a decision variable as it is a function of placement decision variable Y. 
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Optimal resource orchestration

Total expected 
migration cost

Capacity
Constraint

Latency
Constraint

Migration
Constraint

Availability
Constraint
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Optimal resource orchestration

We use 4 networks from Survivable Network 
Design (SND) library for simulation with the 
following characteristics:  

(Av_ND : Average node degree)

Orlowski, S. & Wessäly, R. & Pioro, Michal & Tomaszewski, Artur. (2009). 
SNDlib 1.0—Survivable Network Design Library. Networks. 55. 276 - 
286. 10.1002/net.20371. 
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Simulations

Simulations were conducted on an Ubuntu 20.04 
computer with 8 Intel i5/1.60 GHz CPU cores. The 
migration process programs were developed 
using Python programming language and CPLEX 
(2015) solver to implement the MILP model. 

The objective of simulations is to study the 
rejection rate of consecutive requests with 
dynamic demand patterns (different parameters). 
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The rejection rate drops when adopting 
a protection strategy  compared to the 
”No protection” setting.

The drop is more important in the 
France network compared to the 
Di-yuan network when adopting an 
overbooking strategy. 

Results 
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Results 

The drop in rejection rate differs depending on topology characteristics. In networks with a low number of 
nodes and high average node degree (Di-yuan and Dfn-g), the decrease in rejection and contagion rates is 
less visible compared to larger networks. In addition, the adoption of a protection scheme in these 
networks is irrelevant as all the nodes have the same criticality value.
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Conclusion & Perspectives

● A dynamic model for failure propagation and awareness spreading in a network of 
interdependent critical cyber-physical systems will be used to design effective, cross-domain  
resilience.

● Study the impact of distributing power control applications in edge DCs <=> study the 
topological characteristics of the interconnected networks model.

● In perspective: 

● Optimal allocation of redundancy resources for effective cross domain resilience.

● Propose a protocol for information sharing at the DC level. 
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